
DATASETS, BENCHMARKS, AND PROTOCOLS

Benchmarking Open-Source Large Language
Models, GPT-4 and Claude 2 on Multiple-Choice
Questions in Nephrology
Sean Wu ,1 Michael Koo ,1 Lesley Blum ,2 Andy Black ,2 Liyo Kao ,2 Zhe Fei , Ph.D.,3 Fabien Scalzo , Ph.D.,1 and
Ira Kurtz , M.D.2,4

Received: August 20, 2023; Revised: October 24, 2023; Accepted: November 14, 2023; Published: January 17, 2024

Abstract
BACKGROUND In recent years, significant breakthroughs have been made in the field of

natural language processing, particularly with the development of large language models

(LLMs). LLMs have demonstrated remarkable capabilities on benchmarks related to general

medical question answering, but there are fewer data about their performance in subspecialty

fields and fewer studies still comparing the many available LLMs. These models have the

potential to be used as a part of adaptive physician training, medical copilot applications, and

digital patient interaction scenarios. The ability of LLMs to participate in medical training

and patient care depends in part on their mastery of the knowledge content of specific medi-

cal fields.

METHODS This study investigated the medical knowledge capability of multiple LLMs in

the context of their internal medicine subspecialty multiple-choice test-taking ability. We

compared the performance of several open-source LLMs (Llama2-70B, Koala 7B, Falcon

7B, Stable-Vicuna 13B, and Orca-Mini 13B) with the proprietary models GPT-4 and

Claude 2 on multiple-choice questions in the field of nephrology. Nephrology was chosen

as an example of a conceptually complex subspecialty field in internal medicine. This

study was conducted to evaluate the ability of LLMs to provide correct answers to

Nephrology Self-Assessment Program (nephSAP) multiple-choice questions. These ques-

tions administered by the American Society of Nephrology help clinicians assess their

knowledge in various topics in nephrology.

RESULTS The overall success of open-source LLMs in answering the 858 nephSAP

multiple-choice questions correctly was 17.1 to 30.6%. In contrast, Claude 2 answered

54.4% of the questions correctly, whereas GPT-4 achieved a score of 73.3%. A dataset

containing questions and ground truth labels used to assess the LLMs has been made

available.
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CONCLUSIONS We show that the current widely used

open-source LLMs have poor zero-shot reasoning ability

in nephrology compared with GPT-4 and Claude 2, illus-

trating knowledge gaps across LLMs relevant to future

subspecialty medical training and patient care. (Funded

by the Factor Family Foundation and others.)

Introduction

L arge language models (LLMs) are artificial intelli-
gence (AI) systems that understand and generate
human-like natural language responses to text

prompts.1 Many studies have assessed the capabilities of
LLMs in knowledge-based fields, such as medicine, on the
basis of their multiple-choice test-taking ability.2 In 2023,
the release of GPT-4 by OpenAI gained much attention
for its impressive test-taking capabilities.2,3 Other proprie-
tary models include Claude 24 from Anthropic, released
in June 2023, which has also received much attention.
Recently, several open-source LLMs, including Llama2
Koala, Falcon, Orca-Mini, and Stable Vicuna, have been
reported to be successful in various domains.5-9

In the present study, we analyzed the ability of several
open-source LLMs to answer nephrology multiple-choice
test questions successfully in comparison with GPT-4 and
Claude 2. We further assessed the capabilities of these
models by determining their correct answer percentage
for each of the various medical topics in nephrology. We
further evaluated the open-source models by comparing
the justifications they gave for the answers they consid-
ered correct using the proximity of word embeddings in
the vector space approach.10 To allow other researchers to
build off of this collection of benchmark results, we also
release the code and dataset used in this study.

Methods

LLMS

In this study, we evaluated the ability of several widely
used open-source LLMs, including Llama2 (July 2023),9

Koala (April 2023),7 Falcon (June 2023),11 Orca-Mini (June
2023),5 and Stable Vicuna (April 2023),8 in addition to
GPT-4 and Claude 2 to correctly answer multiple-choice
questions in the field of nephrology. For all automated

models (Llama2, Koala, Vicuna, Falcon, and Orca), we used
the Instruction-Following prompting strategy,12 where we
concatenated “Context,” “Question,” and “Choices (Pick
One)” for each forward pass of the model to provide further
clarification because of the large input token sizes. If a defin-
itive answer was not provided (which occurred on average
5.7% of the time), we considered the choice incorrect. The
latter occurred only in open-source LLMs. For this study, we
utilized a combination of Google Colab’s cloud computing
engine and a local NVIDIA graphics processing unit (GPU)
to run the open-source LLMs. We utilized the HuggingFace
library to load the quantized models with specific text gener-
ation parameters. More details of the experimental setup
can be found in the Supplementary Appendix.

DATASET

The dataset used in our experiments comprised 858
Nephrology Self-Assessment Program (nephSAP) multiple-
choice questions and correct answers from January 2016 to
April 2023. These questions test the therapeutic and diag-
nostic knowledge of clinicians in the subspecialty field of
nephrology. The format of the questions included a clinical
scenario followed by a prompt to select the one correct
answer from among the possible answer choices. Twelve
patient scenario questions that also included complex
tables were omitted because of the difficulty encountered
by the LLMs in interpreting patient results depicted in table
format. The dataset and ground truth labels have been
made available through HuggingFace (https://huggingface.
co/datasets/SeanWu25/NEJM-AI_Benchmarking_Medical_
Language_Models). To assemble the dataset, we extracted
a structured JSON file from an unstructured text file that
contained raw questions and answers using an automated
parsing script to extract the “Questions” and “Answers.”
Specifically, we utilized the natural language processing
tool kit (NLTK)13,14 to tokenize the text and accurately gen-
erate the JSON file (Fig. 1). Finally, we parsed through a
separate CSV file that contained ground truth answers (pro-
vided by the American Society of Nephrology) to incorpo-
rate the correct answers acquired from the test bank. As a
result, each example in our structured JSON file included
the question identification, context, prompt, multiple-
choice choices, correct answer, and the specific subject
area within nephrology to which the question pertained.

MODEL METRICS AND EXPERIMENTAL EVALUATION

We developed a script to parse the output on the basis of the
correct input answers (available at GitHub: https://github.
com/SeanWu25/Benchmarking-LLMs-Nephrology) as the
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large number of multiple-choice questions made manual
review and comparison impractical. The primary challenge
was the variability in the outputs generated by different lan-
guage models. We designed a script to recognize these pat-
terns as regular expressions and extracted matching correct
answers. Regular expressions were used to define specific
formatting criteria and extract relevant portions of the out-
puts. This allowed us to identify responses that aligned with
the correct answers, even with slight variations. By validat-
ing the extracted answers, we filtered out discrepancies and
errors, thereby enhancing the overall accuracy of the evalua-
tions. The automated comparison checker streamlined the
evaluation process and eliminated the time-consuming
manual reviews. For each model, we evaluated the percent-
age of questions that were correctly answered. In addition,
for the open-source LLMs, we conducted an analysis of the
quality and semantic meaning of responses. We utilized
the BiLingual Evaluation Understudy15 (BLEU) metric from
the NLTK.13 BLEU is commonly used in machine translation
problems to determine the language translation quality of
an natural language processing (NLP) model. The BLEU
metric gives a score from zero to one, with zero indicating
that the generated text is of extremely poor quality com-
pared with the ground truth and a score of one indicating
that the generated text is most similar to the ground truth.

We also computed the word error rate (WER)16 and the
cosine similarity metric,10 which outputs a score between
zero and one, representing the similarity in strings of text on
the basis of word embeddings (LLM vs. ground truth expla-
nation). Although the BLEU, WER, and cosine similarity
scores provided a general indication of text similarity, we
also included the number of questions for which each LLM
achieved a score greater than or equal to 0.5 for both the
BLEU and cosine scores. We reported the overall score plus
or minus the standard deviation. A BLEU greater than or
equal to 0.5, a high-quality translation,17 and a WER of 5 to
10% are considered good quality.18 Group comparisons
were done using chi-square testing (with a P value of <0.05
considered significant).

Results

LLM TEST-TAKING ABILITY

Table 1 shows the test-taking ability of the different LLMs
using our dataset (https://huggingface.co/datasets/
SeanWu25/NEJM-AI_Benchmarking_Medical_Language_
Models). Among the open-source models, Llama2 achieved
the highest score of 30.6%, Vicuna had a score of 25.5%,
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GPT-4 Claude 2 LIama2–70B Falcon (7B)

State-of-the-Art Open-Sourced LLMs with Claude 2 and GPT-4
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Figure 1. Depiction of the Workflow Encompassing Data Acquisition, Preprocessing, and the Utilization
of Large Language Models (LLMs) for Comparison Purposes.

The depicted structured JSON file was LLM generated as an example and not part of the Nephrology Self-Assessment Program
question set.
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Koala had a score of 23.8%, Falcon had a score of 18.1%,
and Orca-Mini had a score of 17.1%. Considering the num-
ber of questions and the choices per question (which var-
ied), we calculated that a score of 23.8% would have been
expected by random guessing. Among the open-source
LLMs, only Llama2 achieved a score slightly above this
level. In contrast, GPT-4 was significantly better with a
score of 73.3% (P<0.01 vs. Claude 2 and the open-source
LLMs), whereas Claude 2, although more successful than
the open-sourced LLMs, performed more poorly than
GPT-4 with a score of 54.4% (P<0.001). (The GPT-4 train-
ing cutoff was September 2021. To assess for possible
leakage of nephSAP data into GPT-4 pretraining, we per-
formed a subanalysis of questions correctly answered
before and after this date, which showed comparable over-
all performance [72.5 vs. 74.4%, respectively].) The passing
grade on the nephSAP questions for human test takers was
75%. In addition to assessing the overall score on all 858
questions, we further broke down the LLM answer choices
on the basis of individual nephSAP question topics within
nephrology and scored each of the topics separately for each
LLM. The results are shown in Figure 2. Open-source LLMs
performed very poorly in all nephrology topics. In general,
Claude 2 attained a higher score in all areas of nephrology
while achieving a passing grade in one of the topics. GPT-4
performed exceptionally well and achieved human-like per-
formance for the majority of topics.

LIMITATIONS OF OPEN-SOURCE LLMS

The majority of the open-source LLMs achieved an overall
score that did not differ from what would be expected if the
questions were answered randomly. To further assess the
poorly scoring open-source models, we further evaluated
the quality of their answer explanations. As depicted in
Figure 3, all of the open-source LLMs achieved WER scores
from 0 to 22%. However, it is evident that all the models
exhibited suboptimal performance on the BLEU and cosine
similarity score metrics. Specifically, Orca, Koala, Falcon,

Vicuna, and Llama2 all scored below approximately 0.1 on
the BLEU score (with Orca scoring 0.07–0.01, Koala scor-
ing 0.05–0.01, Falcon scoring 1.90–0.24, Vicuna scoring
0.10–0.01, and Llama2 scoring 0.02–0.002). In the cosine
similarity score, all models exhibited suboptimal scores.
Orca demonstrated a cosine similarity score of 0.36–0.02,
Koala had a score of 0.31–0.02, Falcon had a score of
0.30–0.02, Vicuna had a score of 0.35–0.02, and Llama2
scored 0.30–0.01. Overall, the results further demonstrate
the poor test-taking ability of these open-source LLMs on
nephSAP questions.

Discussion
In this study, we benchmarked the performance across
both proprietary and open-source LLMs in answering
our dataset of multiple-choice nephSAP nephrology test
questions (https://huggingface.co/datasets/SeanWu25/
NEJM-AI_Benchmarking_Medical_Language_Models). We
evaluated models including Llama2, Koala, Orca-Mini,
Falcon, and Stable-Vicuna compared with GPT-4 and
Claude 2. GPT-4 performed best, with 73.3% of the ques-
tions answered correctly. In addition, GPT-4 scored better
in all nephrology topics assessed individually. Claude 2
achieved the second-best results with an overall score of
54.4%. In comparison with GPT-4 and Claude 2, the
open-source models performed poorly in terms of total
correct answers and the quality of their explanations.

There are several potential reasons for this finding. The
number of parameters that these models were trained on
may have played a role.19 Furthermore, the LLMs differ in
what data they were trained on, and both GPT-4 and
Claude 2 were trained not only on publicly available data
but also on third-party data.3 The open-source LLMs were
trained on publicly available data, such as ShareGPT,
WebGPT, Reddit, PubMed, StackExchange, and GitHub.

Table 1. Comparison of the Overall Correct Responses among the Large Language Models.*

LLM Total Questions Number Correct Percentage Correct CI

GPT-4 858 629 73.3 70.3–76.3

Claude 2 858 467 54.4 51.1–57.7

Vicuna 858 219 25.5 22.6–28.4

Orca 858 147 17.1 14.6–19.6

Falcon 858 155 18.1 15.5–20.7

Koala 858 204 23.8 21.0–26.6

Llama 858 263 30.6 27.6–33.8

* CI denotes 95% confidence interval; and LLM, large language model.
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High-quality data for training LLMs in the medical field
often reside in nonpublic materials that have been curated
and peer reviewed, such as textbooks, published articles,
and curated datasets. Without negating the importance of
the computational power of specific LLMs, the ability to

access medical training data material that is currently not in
the public domain will likely remain a key factor that deter-
mines whether performance of specific LLMs will improve
in the future. Finally, differences in data leakage could have
contributed to the differences among LLMs.20,21
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Figure 2. The Percentage of Correct Answers with 95% Confidence Intervals Is Shown for Each of the
Large Language Models among the Various Nephrology Self-Assessment Program Nephrology Topics.

GPT-4 (Panel A). Claude 2 (Panel B). Vicuna (Panel C). Orca (Panel D). Falcon (Panel E). Koala (Panel F). Llama (Panel G). AKI denotes
acute kidney injury; CKD, chronic kidney disease; ESRD, end-stage renal disease; and IR, interventional radiology.
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Another aspect that needs to be considered in attaining bet-
ter results in all models is the need for domain-specific fine-
tuning.22 Models trained without specific optimization in
specialized knowledge domains may yield suboptimal results

for domain-specific questions.23 In addition, a more complex
model of the world that includes cause–effect and
temporal–spatial understanding is currently lacking in
LLMs.24 Accordingly, enhancing parameter optimization,
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underperformance of all open-sourced models in BLEU and cosine similarity scores.
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utilizing diverse and representative training datasets, incorpo-
rating domain-specific fine-tuning, and improving reasoning
capabilities are areas for future research that could potentially
result in even better LLM performance capabilities in the
medical field and in other knowledge areas.

In medicine, the amount and complexity of the informa-
tion that human doctors need to master increase as they
transition from medical school to internal medicine resi-
dency to, ultimately, subspecialty practice. The success of
GPT-4 on nephSAP nephrology questions is striking, with
an overall score of 73.3% (Table 1). Moreover, GPT-4
achieved a score greater than or equal to 72% in 9 of the
11 nephSAP nephrology question topics (Fig. 2). The pass-
ing grade for each topic for human test takers is 75%, with
a total of two attempts for each question. Although we did
not formally compare the capabilities of earlier generative
pretrained transformer models in our study with regard
to the subspecialty internal medicine, a recent study of
the performance of ChatGPT and GPT-4 on the 2021
and 2022 American College of Gastroenterology self-
assessment multiple-choice questions was considered
suboptimal.25 On a dermatology specialty certificate
multiple-choice examination in the United Kingdom,
ChatGPT and GPT-4 received scores of 63 and 90%,
respectively (passing grade is 70 to 72%), demonstrating
the improved ability of GPT-4.26 Addressing frequently
asked cardiology heart failure questions (not multiple
choice) from Facebook groups, medical societies, and
institutions, ChatGPT scored 83.2% and GPT-4 scored
100% on the ability to provide correct information.27

Finally, a recent study using a subset of the Kidney Self-
Assessment Program and nephSAP questions on glomeru-
lar disease showed that ChatGPT underperformed.28

In analyzing the ability of GPT-4 in each of the individual
nephrology topics, the electrolyte questions received the
lowest score (55.2%; P<0.01). The area of fluid and
electrolytes/acid–base diagnosis is also more of a challenge
for human trainees because of its conceptual–quantitative
content, where reliance on memorization of facts is insuffi-
cient. GPT-4 may have performed less well on questions
related to this topic because of the quality of the training
material on this topic (both public and nonpublic) and
because of the general limitations of LLMs in seemingly
“simple” quantitative reasoning tasks.29 It is expected that
domain-specific training using curated datasets involving
more complex topics in nephrology will improve LLM per-
formance in the future.

Our benchmark nephrology results suggest that perfor-
mance of available LLMs on subspecialty multiple-choice
questions differs substantially, with GPT-4 demonstrating
human-like test-taking ability in one of the difficult sub-
specialty fields of internal medicine. Large health care sys-
tems, medical schools, and their departments are likely to
increasingly embrace these AI models because of the per-
ceived or actual cost-saving opportunities and efficiencies
that will be afforded. The increasing opportunities for
individual personalized internal medicine subspecialty
training, including AI creation of multiple-choice ques-
tions, adaptive learning that considers gaps in one’s knowl-
edge, digital doctor–patient simulated interactions, and AI
physician copilots to aid in patient care, are areas where
subspecialty internal medicine, including nephrology, may
experience profound changes in the future.
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